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Abstract—Albeit straight multivariate methodologies used to dissect expansive hereditary information sets did not 

permit an extensive part of the aggregate change to be clarified, solid contortions with nonlinear information sets, 

horseshoe impacts had dependably been found. Simulated neural systems could assemble their insight by recognizing the 

examples and connections in information and learn through experience, and could perform well for improvement and 

forecast in complex non-straight frameworks. Counterfeit neural systems have been generally utilized as a part of 

numerous life territories, however have not been utilized to anticipate the genomic rearing qualities or creature 

phenotypes. In this paper, Back-Propagation simulated neural system with Variable Hidden Neurons was utilized to 

foresee the genomic reproducing values. The outcomes demonstrated that fake neural system could foresee the creature 

genotype esteem, whatever there were communication impact or not between quality loci. The example size for preparing 

simulated neural system model could influence the preparation speed clearly, the preparation rate were clearly 

moderated alongside growth of number of shrouded neurons. A decent structure of Back-Propagation simulated neural 

system needs a major example for preparing its parameters. In some what, the specimen size for preparing expectation 

demonstrate presumably was not an essential variable for forecast soundness of simulated neural system; however vast 

example prepared neural system model was exceptionally valuable for preparing a Back-Propagation fake neural system 

model with a little expectation blunder. 

 

Index Terms—Artificial neural networks; Genomic breeding value; Learning rate; Molecular marker 

 

I. INTRODUCTION 

It was always interesting for authors to use some gimmicks to make certain ANN algorithms faster by defining a new factor that 

each modify weighting matrix to resemble a faster convergence because of inline algorithm code modifications that steps down 

the possibility of producing error because of 𝜎𝑘 factor that keeps its gradient parameter dynamically changed respect to slope 

parameter. 

Seemingly for latent (hidden) layers the same story but this time for ∆𝑤𝑖𝑗  occurs using small case indices while calculating first 

derivative of error minimized as it is equal to −[𝑡𝑘 − 𝑦𝑘]𝑓′(𝑦𝑖𝑛𝑘
)𝑧𝑗 that for us will be considered as a new factor like 𝛿𝑘 which 

this new factor will be altered to get a modified optimized attenuated factor of  𝛿′𝑖  error by capacity factor mostly for networks 

like latent type the acute new method will be applied and gets error reduced by a smoldering algorithm modification in latent 

layers themselves. 

An important fact is that the prediction capability of a Backpropagation ANN for a large set of data [1] is not very accurate and 

finally the users will (still) keep doubts about the resonating error that ignores wisdom of the application of that network because 

the level of trust is shrunk very high and the new algorithm cannot even change this story. As we mentioned in abstract this is 

one of the reasons [3] that using certain networks scaled down and the possibility of using them in real world problems 

applications like active drone navigation system with atmosphere condition variations and unpredictable confronting issues is not 

even considered yet.  

Main issue is how to have one main ANN with error reduction strategy that fulfills the need of system and at the same time gives 

a simple slant reduction for 𝛿𝑘 so each round of sums for latent layer that uses this factor reclusively is not rectified well and this 

all happens in the existence of arbitrary activation function. 

If user needs to design a Backpropagation algorithm some considerations for weighting and hidden layers should be added to 

scheming process in which a harmonic single stage inline error reduction happens exactly at the time of weighting vectors and 

because error itself is used for calculation of 𝛿𝑘 that is for single output node 𝑦𝑘  error compared to target 𝑡𝑘 and it happens in 

learning process, the error reduction also involves hidden nodes joint with  𝑌𝑘 at timepieces. 
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Weighting for first layer cannot be modified while the new weights for other layers are not ready; the reason is simple and 

because 𝛿𝑘 is not treated as a multi stage factor for layers and weighting must be done for all layers at the same time, for e.g. 𝑍𝑗 

with hidden value 𝑧𝑗 and weight of 𝑣𝑖𝑗  that primarily is calculated by 𝛿𝑗 and because this is essential for original structure of 

algorithm new method wouldn’t reclaim structure [4] but tries to enhance error cutback by some strong mathematically 

supported ideas. As learning process for these types of networks have 3 main steps of Feedforward for input pattern, calculation 

and Backpropagation of error and weight calculation, paper also uses the same specimen for speed improvement but using its 

own definitions inside new algorithm to eke learning ratio and acquisition capacity.   

 

II. APPROXIMATION VS POINT TRACKING 

A good Feedforward function estimator ANN that is used as Universal Approximator for any continues function like 

Kolmogorov that solves an important problem of multi variable function survey by single variable functions as (1): 

 

𝒇(𝒙) = ∑ 𝝌𝒋(
𝟐𝒏+𝟏
𝒋=𝟏 ∑ 𝝍𝒊𝒋(𝒙𝒊))𝒏

𝒊=𝟏           (1-1) 

Is an example of successful point tracking while the rest of the mathematically algorithm don’t get even near error like it. For a 

network with 2 latent layers of nodes, 𝑍 and 𝑍𝑍 unites that can be used by bias or without any diagonal predefined value shown 

by 𝑤0𝑘 for any output node 𝑌𝑘 and latent nodes bias value of 𝑣0𝑗 for hidden bias node of 𝑍𝑗. 

 

We spoke about point tracking but what about a robot path-planning techniques that is simply divided into 2 main categories, 

first by current points that robots get from sensors and is called local planning and the second type is global path-planning from 

a map that is saved in memory and is processable and also accessible for each error reduction variable that depends on ANN type 

and its algorithm. The best idea for reducing error in this case is using both strategies because a map can be misleading [5] if the 

path is changed fundamentally or a local planning has issue of non-optimal solution choice means the path [8], [9], [10] is okay 

but complex. 

For applications, robot uses several sensor data maps and compares it using for example Cognitron for path detecting and for this 

detection [11], [12], [13] excitatory and inhibitory inputs denoted by 𝑒 and ℎ are considered separately and by Fukushima 

notations we have: 

 

𝑢(𝑘) = 𝐹 [
1 + 𝑒

1 + ℎ
− 1] 

𝑒 − ℎ =
𝜖 − 𝜂

2𝜂
(1 + tanh (

1

2
𝑙𝑜𝑔𝜂𝑥)) 
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